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The realm of production line research has recently leveraged machine learning techniques to address its classical
problems. However, the integration of Generative Artificial Intelligence in this field remains notably underexplored.
Our study aims to fill this gap by examining the applicability and limitations of Generative AI in the context of
a conventional tandem queueing model, a staple in production line analysis. We embarked on an experimental
investigation where Generative AI was employed to propose empirical functional forms. These AI-generated forms
were designed to offer curve-fit-type approximations for the model under study. The core objective was to evaluate
how these AI-driven approximations perform in comparison to the exact solutions. This comparison sheds light on
the efficacy of Generative AI in capturing the complexities and nuances of classical production models. Our findings
offer significant insights into the potential roles and boundaries of Generative AI in this specialized research area.
This study not only contributes to the existing body of knowledge by introducing an innovative approach to an
established field but also opens new avenues for further research in employing advanced AI techniques in the realm
of production line and general queueing theory.
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1. Introduction
Artificial Intelligence (AI) has been used in the analysis of manufacturing and service operations.
For example, machine learning can greatly enhance the efficiency and productivity of production
lines (Kang et al. 2020), where it can be used to predict equipment failures and schedule mainte-
nance, thus reducing downtime. Such models are discriminate AI models, rather than Generative
AI (GenAI) models. GenAI refers to a subset of artificial intelligence technologies that have the
ability to create new content. Any model that produces output can be technically seen as genera-
tive, with Garcı́a-Peñalvo and Vázquez-Ingelmo (2023) defining “‘Generative AI’ as the production
of previously unseen synthetic content, in any form and to support any task, through generative
modeling.”

GenAI has made great advances, leading in recent years to the development of Large Language
Models (LLMs) that can analyse inputs such as text or images (Kumar et al. 2023). These tools,
such as ChatGPT (ChatGPT Accessed 22 March 2024), are predicted to have a significant effect
on businesses and society due to their ability to perform tasks, while others are more skeptical
(Rogers 2024). However, even with the current developments with LLMs, how we lecture and work
has changed. In this paper, our focus is not on the development of these models but on how they
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can enhance the efficiency of manufacturing and service systems, the development of analytical
formulae or simulation models for the analysis of these systems. In the remainder of this article,
ChatGPT 4.0 is used (ChatGPT Accessed 22 March 2024).

2. GenAI: Queuing Models of Production Lines
In ChatGPT 4.0 an input is entered, denoted as the prompt (English language used), with new
knowledge generated. ChatGPT 4.0 uses the prompt to identify what knowledge to generate. The
details of each prompt can cause different output from ChatGPT 4.0, as the outputs are probabilistic.
In ChatGPT 4.0 the following prompt is entered:

“Create a queuing model in Python of a two station production line with blocking.”
The above prompt generates the following knowledge from ChatGPT 4.0

“Creating a queuing model of a two-station production line with blocking involves setting up a
system where there are interactions between the stations due to limited buffer capacities. This type
of model is often referred to in operations research and industrial engineering for analyzing the
flow of items through a production process where stations can block each other if one station gets
full and cannot accept more items until another station clears some space. Here’s a step-by-step
setup of such a model:

1. Define the Stations
• Station 1 (S1): Processes items and passes them to Station 2.
• Station 2 (S2): Receives items from Station 1 and further processes or finishes them.

etc”
This answer is only a partial output from ChatGPT 4.0. In the full reply approximately 45 lines

of general information on queuing models is provided for the analysis of production lines.

3. GenAI: DES Models of Production Lines
There are several articles written on the use of ChatGPT to assist in the writing of programming
languages. Sun et al. (2023) compare the use of ChatGPT for automatic code summarization against
other state-of-the-art code summarization existing models. Bucaioni et al. (2024) evaluating Chat-
GPT’s abilities in two different programming languages, namely C++ and Java. They found that
compared to code written by humans, ChatGPT provides lower quality with regards to runtime nad
memory usage. Another ariticle is by Kazemitabaar et al. (2023) who examined 69 novice program-
mers who examined ChatGPT and Codex for Python code tasks and found it improved authoring
tasks. Jackson et al. (2024) focused on the use of ChatGPT 3.0 and Codex to develop discrete event
simulation models (DES) for logistic models.

Using ChatGPT 4.0 we inserted the following prompt:
“Write a discrete event simulation model for a two station production line with finite buffers.”

The output from ChatGPT 4.0 is:
“To create a discrete event simulation model for a two-station production line with finite buffers,

we’ll use Python and the simpy library, as it’s broadly used and well-suited for such simulations.
This model will simulate a production line where parts go through two sequential processing sta-
tions with a buffer in between. Here’s a step-by-step guide and the necessary Python code:
etc”

The above answer is only a partial output from ChatGPT 4.0. In addition, it also provided a
documented SimPy (Overview — SimPy 4.1.1 documentation 2024) model of a two station line of
a production line.
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4. Observations and Conclusions
GenAI can only provide very high-level documentation and no model for a queueing model of a
production line. It can also assist in programming and provide basic DES models for production
lines. However, it is necessary for the user to understand key programming and system concepts
to successfully implement solutions. GenAI tools such as ChatGPT 4.0 provides basic supports in
such tasks. While GenAI needs to be integrated into education, engineering intuition, by grounding
the model in its expected use and considering the properties of the system, offers insights currently
overlooked by GenAI.
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